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How simple!

An embarrassingly simple approach to zero-shot learning

ICML 2015
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I don’t feel so good!

The relational model is dead, SQL is dead, and I don’t feel so 
good myself

SIGMOD 2013
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We tried, but it didn't work!

The Thing That We Tried Didn't Work Very Well: Deictic 
Representation in Reinforcement Learning 

UAI 2002
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Hessian?

Learning to learn by gradient descent by gradient descent

NeurIP 2016
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Not Hessian?

Learning to Learn without Gradient Descent by Gradient Descent

ICML 2017
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What happened next!

We built a fake news & click-bait filter: What Happened Next Will 
Blow Your Mind!

RANLP 2017
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What happened next!

We used Neural Networks to Detect Clickbaits: You won’t believe 
what happened Next! 

ECIR 2017
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BERT, speak!

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding

NAACL 2018
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BERT, speak!

Bert has a mouth, and it must speak: Bert as a markov random 
field language model

NAACL 2019
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BERT, speak!

Putting Words in BERT’s Mouth: Navigating Contextualized 
Vector Spaces with Pseudowords

EMNL 2021
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One for all!

One ring to multiplex them all

Optical Physics 2017
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One for all!

One Model To Learn Them All

Arxiv 2017, cited 276
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One for all!

One Big Net For Everything

Arxiv 2018
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One for all!

One Big Net For Everything

Arxiv 2018 Is it a human 
brain?
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Fast, Faster!

RCNN

CVPR 2014
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Fast, Faster!

Fast RCNN

ICCV 2015
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Fast, Faster!

Faster RCNN

NeurIP 2015
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Fast, Faster!

Faster RCNN

NeurIP 2015

Searched, no 
Fastest RCNN yet!
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Attention!

Attention is all you need

NeurIPS 2017
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Attention!

Attention is not all you need

CoRR 2021
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Attention!

Attention is indeed all you need

INLG 2021
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Attention!

Attention is indeed all you need

INLG 2021

Attention is indeed not all 
you need?

ICML 2022/2023/... ?
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Chicken, Chicken, Chicken!

Delivery of roxarsone via chicken diet→chicken→chicken 
manure→soil→rice plant

Elsevier STE (IF 7.96), 2016
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Chicken, Chicken, Chicken!

AAAS 2016 Presentation: https://www.youtube.com/watch?v=yL_-1d9OSdk
Paper: https://isotropic.org/papers/chicken.pdf

https://www.youtube.com/watch?v=yL_-1d9OSdk

